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Abstract

Karo Batak script is typical and ancestral heritage of Batak tribe to preserve its existence.
Currently Batak Karo script already has a standard of Unicode. Therefore, the authors
develop models and handwriting recognition software Batak Karo script in real time. Real
time or online is the way the introduction of OCR (Optical CharacterRecognize). Batak script
used is Batak Karo alphabet has 20 types of characters. Model and software that is built
using feature extraction zoning and consider the long strokes. The algorithm used is the
Kohonen algorithm neuralnetwork. Kohonen neural network, including unsupervised
learning (learning uncontrolled) by studying the distribution of the set of patterns without any
class information.

Keywords: Batak Karo Alphabet, Pattern Recognition,Kohonen Network Model,
Unsupervised learning, OCR—Online

1. Introduction

The recognition of characters and handwriting has been a popular research area for many
years because of its potentials and various applications, such as postal automation, bank
cheque processing, documents analysis, reading postal codes and reading different forms, etc.
Several scientific researchers have been carried out for handwritten recognition of English
language, Chinese/Japanese/Hindi languages, and Arabic/ Farsi language .[7]

This paper will discuss how pattern recognition Batak karo characters into Latin characters
using artificial neural network model with Kohonen networks. The number of Batak karo
characters selected are 21 characters.

The paper is organized as follows: Section 2 presents an overview of Karo Batak language.
Section 3 display system architecture of the proposed method and discussion of each, ways of
processing and features. Section 4, experimental results and section 5, conclusion.

2. The Batak Karo Language

Batak is a collective term used to identify a number of ethnic groups predominantly found
in North Sumatra, Indonesia. The term is used to include the Toba, Karo, Pakpak,
Simalungun, Angkola and Mandailing, each of which are distinct but related groups with
distinct, albeit related, languages and customs (adat). Occasionally it is also used to include
the Alas people of Central/Southern Aceh, but usually only as relates to language groups.
Batak Karo, referred to in Indonesia simply as Bahasa Karo (Karo language), is an
Austronesian language that is spoken by the Karo people of Indonesia. It is used by around
600,000 people in North Sumatra. It was historically written using the Batak alphabet which
is descended from the Brahmi script of ancient India by way of the Pallava and Old Kawi
scripts.
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Batak script originally only be understood and understood by only a very limited circle of
experts mejik (magic) and treatment (datu or teacher). So pustaha generally written by the
datu. Group of religious leaders (parbaringin and Parmalim) also understand it but just write
things religious ordinances, because they did not and does not interfere in the affairs datu
mejik. Pustaha it mostly contains about kedukunan, drugs, and astrologer. So in pustaha not
found on genealogy (tarombo), literature, poem, poetry (turi-turian, umpasa) which is derived
from generation to generation orally. but nowadays only a tiny number of Karo can write or

Understand the script, and instead the Latin alphabet is used. [2],[3]

Kohonen or Self Organizing Map (SOM) was first introduced by Teuvo Kohonen in the
early 1980's. Kohonen unsupervised learning method to learn to do including the set of
distribution patterns without any class information.[1],[4],[5]

Batak Karo | Correspondents in
Code
Characters | Latin Characters

1BCO 2 HA
1BC2 rel KA
1BC6 [a») BA
1BC7 — PA
1BC9 (=) NA
1BCB [ WA
1BCE - GA
1BDO - JA
1BD1 < DA
1BD2 = RA
1BD4 A MA
1BD7 wv TA
1BD8 z SA
1BDB w YA
1BDD < NGA
1BDE < LA
1BE1 Ov NDA
1BC5 ® MBA
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—
1BE4 < |
1BE5 — U

Table 1. Batak Karo Characters with their Correspondents in Latin Characters.

3. The Method and System Architecture

3.1. OCR (Optical Character Recognition)

Optical Character Recognition (OCR) is a system that can recognize good writing it on
paper document (type, scan) as well as handwriting. To recognize the writing, OCR have two
ways, namely off-line and on-line. Off-line handwriting recognition is a way to input an
image's scan results. While on-line handwriting recognition is a way to recognize handwriting
input's direct or strokes in the form of graffiti writing that was written in real time on writing
digitalmedia. In general, stages of handwriting recognition OCR on-line system can be seen
in the figure below:

Online input

A

Image processing

A4

Feature extraction

A

Classifier/Clustering

A4

Classifier/Clustering
Result

Figure 3.1: Stages of handwriting recognition
3.2. Image Processing
Image processing has several types to process the image, but in this study are used in image
processing such as segmentation and scaling.

3.2.1. Segmentation

Aiming to download segments or capture the image in order to do the cutting process
images [11]. Segmentation process is done by searching the border of the image that want to
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capture, ranging from the upper limit, lower limit, limit the right and the left boundary.
Segmentation process begins by scanning the image from left to right and from top to bottom.
Scan process is to determine the initial presence of a black pixel to the next meeting on the
last black pixel in the image. After the scan is complete, then do the boxing or restriction area
an image that has a black pixel.

3.2.2. Scalling

Scaling is the process to change the size of an image [11]. Scaling is the process of
normalizing the size so obtained is always the same size although the size of the text or
images are not the same (large or small). In this study the results of scaling the image size is
set to the dimensions 5x7.

3.3.Feature Extraction

Feature extraction aims to obtain the characteristics of a character which distinguishes it
from other characters, called the feature [12]. In this research, feature extraction used is
zoning. Zoning is one of the Feature Extraction of statistical type feature.Metode zoning is to
divide the characters into N x M region. From each region, features extracted to form a
feature vector. The goal is to obtain zoning local characteristics in addition to the global
characteristics. To obtain the characteristics of a character, is also used to calculate the length
of stroke. The results of calculating the length of stroke is a decimal number that is converted
to binary (0 and 1) Here is an example of the results of feature extraction (zoning and
compute the length of stroke :

Stroke Feature Extraction Result
/ — 11111100011000110001100011000111111
T 11111100010000101110110100000001110
-

Table 2. Example of the results of feature extraction

3.4. Kohonen or Self Organizing Map (SOM)

Kohonen or Self Organizing Map (SOM) was first introduced by Teuvo Kohonen in the
early 1980's. In Kohonen's algorithm a two-dimensional array of output nodes is used to form
feature maps. Every input is connected to every output node through a variable connection
weight, and these output nodes are extensively interconnected with many local connections,
as shown in Fig. 3.1. These weights (from input node i to output node j) will be organized
such that topologically close nodes are sensitive to inputs that are physically similar. Output
nodes will thus be ordered in a natural way. The low-level organization in this feature map is
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generally predetermined, while some of the organization at higher levels is created during
learning by algorithms that promote self-organization.

Output

DA
%4 /’ 7\ \‘ I

Figure 3.2: Kohonen's self-organizing feature maps.

In brief, the self-organizing feature maps can be generated by the following steps:

1. To start with, set these weights from inputs (say, N in number) to outputs (m in
number) as small random values.

2. Present inputs to the system to perform the clustering.

3. Compute the distances dj between the inputs and each output node j by using the
following expression:

N
d; = Z[xi(ﬂ' - Wij":ﬂ']z

B

where xi(t), i =1, 2, .. ., N, is the input to node i at time t, and Wijj(t) is the weight
from input node i to output node j at time t.

4. Use this distance measure to find the cluster, that is, to select the output node with
minimum d;.

5. Update these weights through the following iteration:

Wi (t + 1) = W;(e) +n(e) [x,(£) — w;;(0)]
i=1,2,...,N

where 77 (1) is a gain term and decreases with time. It ranges from 0 to 1.
From the procedure described above, it can be seen that this process of feature map forming
nets is similar to the K-means clustering algorithm. No information concerning the correct
class is needed during adaptive training.
4. Experimental Result
Tests carried out by using the device software that has been created with the following
scenario:

1. Tests to determine the accuracy of handwriting recognition Karo Batak script by hand
using Kohonen neural network algorithm.
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2. Tests to determine the accuracy of handwriting recognitionKaro Batak script by hand

using Kohonen neural network algorithm with noise.
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